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Training Outline

• FactoryTalk Analytics GuardianAI Overview

• Understanding Motor Current Signature Analysis (MCSA)

• Application Deployment

• Connecting to the Drive

• Configuration and Training Workflow

• Labeling Workflow

• Email Notifications
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Run to failure

Only performing maintenance 
when problems occur

Maintenance 
Planning 

Challenges

Proactive

Regularly scheduled maintenance

Based on predetermined time 
intervals

Unnecessary, frequent 
planned downtimes

Increased need for 
maintenance resources

Expensive asset maintenance 
or replacements

APPROACH

❌

❌

❌

Reactive

Unexpected equipment failures

Expensive repairs

Costly unplanned downtime

Lost production during extended 
downtime events

APPROACH

❌

❌

❌

❌
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Monitor the current 
condition of the asset

Use analytics or machine learning
to predict upcoming asset failures

Predictive 
Maintenance
Condition-based monitoring 
with analytics applied

Increased Production
Maintenance engineers can plan 
downtime for repairs, reducing the 
amount of time offline

Cost Savings
Maintenance tasks are performed 
only when required

Maintenance engineers can plan to have 
the right resources and parts required 
when they do maintenance

RESULTS
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Get more insights out of your 
existing equipment data

Provide near real time predictions 
through high speed analysis

Empower your OT 
professionals with 

easy-to-use machine learning

Minimize investigation time with 
context about the type of failure 

that is going to occur

Machine learning for predictive maintenance at the edge

No data science 
required.

Advance from anomaly 
detection to anomaly 

identification.

Analyze at 
the edge.

Use existing devices 
as sensors.
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Leverage drive data for predictive maintenance

• Acquires buffered drive signals via trend object 

• 3 phase current data

• Performs time and frequency domain analysis

• Data fidelity is enhanced algorithmically 

• Useful in detecting bearing fault, stator fault, broken-bar, 
misalignment as well as application related faults

A S S E T D e v i c e A L E R T S
Pump |   Fan |  Blower Variable-frequency Drive |   

More to come…
Anomaly Detection  |   

Anomaly Identification
Email

Detect upcoming equipment 
failures via electrical signal analysis

Use existing devices as sensors
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Understanding Motor Current Signature Analysis (MCSA)

• MCSA  monitors the three-phase supply current of the induction motor.

• Can be sensed using a current sensor and recorded in time domain.

• Frequency of MCSA is typically between 0-5khz

• Typical faults detected

• Static and/or dynamic air-gap irregularities

• Broken rotor bar or cracked rotor end-rings.

• Stator faults (opening or shorting of one coil or more of a stator phase winding) 

• Abnormal connection of the stator windings

• Bent shaft (akin to dynamic eccentricity) which can result in a rub between the rotor and 
stator, causing serious damage to stator core and windings. 

• Bearing and gearbox failures

• Source: M ljkov ć, Dubravko. (2015). Brief Review of Motor Current Signature Analysis. CrSNDT
Journal. 5. 14-26. 

Process raw sensor 
signal

AI driven feature 
extraction

Analyze deviation / drift 
from baseline 

(unsupervised learning)

Contextualize anomaly / 
deviation

Share the insights 
across the enterprise

Example of time domain motor signal

Frequency spectrum from motor 
with 

broken rotor bars
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4 step workflow for no code machine learning

Complete 
initial setup

Establish a 
baseline of each 
 sset’s beh v o 

Monitor plant 
assets

Notify user when 
an anomaly is 
detected

1 2 3 4

No data science required
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Two methods for anomaly identification

MOTOR CURRENT SIGNALS

Pump is cavitating

Baseline, 
Deviation

Known 
Expertise

Expert-driven 
Analysis

Anomaly Output

Continuous

Learning

Expert Input

E M B E D D E D  E X P E R T I S E U S E R  C L A S S I F I C A T I O N

MOTOR CURRENT SIGNALS

Anomaly Detected

Baseline, 
Deviation

Known 
Expertise

Expert-driven 
Analysis

Anomaly Output

Continuous

Learning

Expert Input

FactoryTalk Analytics GuardianAI
recommends causes of faults

Train FactoryTalk Analytics GuardianAI
to identify anomalies specific to your operation

Anomaly detection to anomaly identification
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Embedded Expertise

MOTOR CURRENT SIGNALS

Pump is cavitating

Baseline, 
Deviation

Known 
Expertise

Expert-driven 
Analysis

Anomaly Output

Continuous

Learning

Expert Input

E M B E D D E D  E X P E R T I S E
FactoryTalk Analytics GuardianAI

recommends causes of faults

First Principle Faults detected out of the box
Pumps
✓ Impeller Unbalance
✓ Blade Fault
✓ Cavitation
✓ Viscosity Changes
✓ Shaft Misalignment
✓ Change in Fluid Dynamics

Fans and Blowers
✓ Blade Misalignment
✓ Blade Unbalance
✓ Blade Wear
✓ Loose Blade
✓ Electrical Fault

✓ Motor Fault
✓ Shaft Misalignment
✓ Fan Bearing Fault

Motor Analytics 
✓ Unbalance
✓ Shaft Misalignment
✓ Loose Structural 

Mounting (Soft Foot)
✓ Mechanical 

Looseness
✓ Rotor Rub

✓ Ball Bearing Fault
✓ Inner Race Bearing 

Fault
✓ Outer Race Bearing 

Fault
✓ Bearing Cage Fault

Anomaly detection to anomaly identification
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U S E R  C L A S S I F I C A T I O N

MOTOR CURRENT SIGNALS

Anomaly Detected

Baseline, 
Deviation

Known 
Expertise

Expert-driven 
Analysis

Anomaly Output

Continuous

Learning

Expert Input

Train FactoryTalk Analytics GuardianAI
to identify anomalies specific to your operation

User Classification

Continuous Learning

Enhance FactoryTalk Analytics GuardianAI with 
AI by labeling and training new failure modes

Contextualize new faults that occur by incorporating  
feedback directly from maintenance engineers 

Contextualized signature is automatically embedded

+

+

+

Anomaly detection to anomaly identification
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Analyze data where it originates

Example AssetsDrive Data SourcesControlEdge Analytics

PowerFlex®
(755,755T,6000T)

Electrical Signature

AI based asset monitoring and 
anomaly detection deployed on local 

VM or edge device

Edge Deployment

Manual Container 
Deployment

Pump

Fan/Blower

Motor

HMI

Analyze at the edge

OR
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Deploy and Set up FactoryTalk Analytics GuardianAI

1. Deploy containerized 
application on local VM or 

Edge Device

2. Connect drive IP address 3. Identify the asset

Motors

FansBlowers

PowerFlex (755,755T,6000T)

• Configure in three primary steps
• Guided user experience for first time initiation

Pump
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What is a container?

• Applications run in isolated packages of code 

• Containers include all the dependencies needed 
to run.

• Includes libraries, binaries, configuration files, 
and frameworks, into a single lightweight 
executable.

• Podman is the container engine used for 
GuardianAI.

• Streamlined path for deployment of Open 
Container Initiative (OCI) compliant containers
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PCDC Download

Manual Container Deployment
Pre-requisite: Linux Debian 11, 12 based PC

Install Process:
• Download zip from PCDC
• Extract zip
• Place content on Linux Based PC

• guardianai-install.sh
• guardianai-uninstall.sh
• guardianai-reset-password.sh
• guardianai.tar
• redis.tar

• Run script: 
• guardianai-install.sh

Pre-requisite: Eve-OS based hardware 
certified for Edge Manager

Edge Manager account

Install Process:

• Configure edge node

• Load GuardianAI to edge node from 
Edge Manager

• Start containers on edge node

How to deploy FactoryTalk Analytics GuardianAI
Several ways to install and run the edge AI application

FactoryTalk Edge Manager

Manual Container 
Deployment
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FactoryTalk Edge Manager Deployment Process

1
• Add Edge PC as a managed Edge Node

2
• Import from Redis and GuardianAI Global Marketplace

3
• Deploy Redis Database to the Edge Node

4
• Deploy GuardianAI to the Edge Node

5
• Set Redis connection and Login Admin Password

6
• Access GuardianAI 

FT Hub

Edge

EVE-OS
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Manual Container Deployment Process

1
• Download GuardianAI zip from PCDC

2
• Unpack zip file

3
• Move Content Over to VM or Edge Node (Win SCP)

4
• Execute Installation Shell Script & Set Login Admin 

Password

5
• Access GuardianAI 

PCDC

Manual Container 
Deployment

Edge PC or VMUser / Local PC

Linux Debian 11,12

WinSCP
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Hardware Specifications
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Manual Install
• Host Minimum Hardware Specifications 

• Processor: Intel Atom 4 core 

• Ram: 8 GB 

• SSD: 120 GB

• Host Machine OS: Linux Debian 11, 12

• Client PC Accessing GuardianAI

• OS – Windows 

• Web Client: Chrome or Edge

• Edge Node Minimum Hardware Spec

• Processor: Intel Atom 4 core

• Ram: 8 GB

• SSD: 120 GB

• Edge Node OS: EvE OS

• Edge Node certified for Deployment 
with FactoryTalk Edge Manager

• Client PC Accessing GuardianAI

• OS – Windows 

• Web Client: Chrome or Edge

Hardware and OS Specifications
Minimum specifications tested with 10 drives used as sensors

FactoryTalk Edge Manager

Edge Manager

Linux Debian 11,12

Manual Install

EVE-OS

FT Hub Edge
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FactoryTalk Analytics GuardianAI on a FactoryTalk Edge Manager Edge Device

Edge CloudOT

Frequency, Voltage, Current
CIP

Motor
Medium Voltage PowerFlex 6000T

Motor
PowerFlex 755

PowerFlex 755TS
Motor

Pump

Fan

Blower

HTTPS Orchestration Info & Application Download

Example Assets

Testing Level: Feature

SMTP server

PowerFlex 755TL,M,R
Motor

Access the FactoryTalk Analytics 
GuardianAI User Interface via a browser 
from any web client on the same network.

Web Clients (desktop, mobile, HMI etc.)

HTTPS Orchestration Info & Application Download

SMTP

Edge Device

Edge OS
FactoryTalk Analytics 
GuardianAI connects to certain 
PowerFlex drives over a direct 
or bridged network (across a 
Logix backplane).

FactoryTalk Analytics GuardianAI 
can provide anomaly alerts via email 
(requires access to SMTP server).
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FactoryTalk Analytics GuardianAI on an Industrial Computer

CloudOT

Frequency, Voltage, Current
CIP

Motor
Medium Voltage PowerFlex 6000T

Motor
PowerFlex 755

PowerFlex 755TS
Motor

Pump

Fan

Blower

Example Assets

Testing Level: Feature

PowerFlex 755TL,M,R
Motor

FactoryTalk Analytics 
GuardianAI connects to certain 
PowerFlex drives over a direct 
or bridged network (across a 
Logix backplane).

SMTP

HTTPS Orchestration Info & Application Download

SMTP server

Industrial Computer

Access the FactoryTalk Analytics 
GuardianAI User Interface via a browser 
from any web client on the same network or 
the local industrial computer.Web Clients (desktop, mobile, HMI etc.)

FactoryTalk Analytics GuardianAI 
can provide anomaly alerts via email 
(requires access to SMTP server).

Edge
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Configuring FactoryTalk 
Analytics GuardianAI
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Workflow to Add and Configure an Asset

Add Variable Frequency 
Drive Define Asset to Monitor Configure Training Start Training



PUBLIC

Connecting to the Drive
Configuration Workflow

• Drive Type: 755, 755TM, 755TR, 755TL, 755TS, 6000T

• Ethernet IP
• Direct drive connection

• Enter IP address → Test Connection

• Support subnet via Ethernet Module
• Controller → Ethernet Module → Drive IP

• Format: {BridgeModuleIP}/Backplane/{BridgeModuleSlot}/Port/{DriveIP}

• Example: 10.91.0.96/1/1/2/192.168.1.75
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Add Asset
Configuration Workflow

• Pumps, Fans and Blowers

• Motor Analytics for other asset types

• Input fields

• Bearing info (optional)

• Inner Race Multiplier

• Outer Race Multiplier

• Rolling Element Multiplier

• Cage Multiplier

• Pump & Fans →Number of Blades

• Motor bearing and pump/fan specs are used for First 
Principle failure mode recommendations

• An excel database of over 7000 bearings will be 
provided
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Additional Bearing Details

• Inner Race Multiplier: [decimal number input] - BPFI (Ball Pass 
Frequency Inner) or inner race failing frequency. Corresponds 
physically to the number of balls or rollers that pass through a given 
point of the inner track each time the shaft makes a complete turn.

• Outer Race Multiplier: [decimal number input] - BPFO (Ball Pass 
Frequency Outer) or outer race failing frequency. Corresponds 
physically to the number of balls or rollers that pass through a given 
point of the outer race each time the shaft makes a complete turn.

• Rolling Element Multiplier: [decimal number input] - BSF (Ball Spin 
Frequency) or rolling element failing frequency. Corresponds 
physically to the number of turns that a bearing ball or roller makes 
each time the shaft makes a complete turn.

• Cage Multiplier: [decimal number input] - FTF (Fundamental Train 
Frequency) or Cage failing frequency. Corresponds physically to the 
number of turns that makes the bearing cage each time the shaft 
makes a complete turn.
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Set Operating Frequencies
Configuration Workflow

• GuardianAI trains at every half hertz frequency of 
the operation

• Training time ~14-16 min per frequency bucket

• Specify Min and  Max frequency (speed) of 
operation

• Note: Frequencies detected outside the 
specified range will not be trained

• Advanced Settings 
• Training iterations: data resolution to establish baseline

• Trigger Value (Hz): optional – Minimum threshold frequency 
configured in the VFD to send data to GuardianAI for training 
and monitoring.
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Configuration Summary
Configuration Workflow
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Initiate Training

• Training Summary provided

• Baseline established at each half 
hertz increment

• Time for each training increment 
~14-16 minutes of data

• Command Frequency of the drive is 
automatically picked up

• Training and Monitoring occur 
simultaneously

• Training will switch to monitoring 
automatically once sufficient data is 
acquired
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Stop and Restart Training/Monitoring

• Training and Monitoring are 
connected to each other

• Stop Training will also stop 
Monitoring

• Any training in progress at a specific 
frequency will be reset when the 
user stops training

• Fully trained frequencies will resume 
monitoring once training is started 
again

• Re-Train will completely reset the 
training and erase all frequency 
baselines
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Workflow to Add and Configure an Asset

Add Variable Frequency 
Drive Define Asset to Monitor Configure Training Start Training
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Monitoring Assets
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Monitoring Asset Performance
Demo Video
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Workflow for labeling

Incoming anomaly shown 
as a deviation

Select label from First 
Principle recommendation, 
Normal Behavior, Other or 

Add New

Deviation shifts to Failure 
Risk

Mark a Failure Risk as 
resolved
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Quick Filters Show Additional Insight

• At Risk
• Summary of assets with identified failure risks

• Additional details about identified risks are provided

• To Label
• Shows deviations that need to be labeled
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Understanding Deviations

• All new anomalies detected by 
GuardianAI will be shown as 
Deviations

• Deviations have associated First 
Principle Recommendations

• User can label by selecting a First 
Principle, Normal Behavior, or Other

• The Other drop down is populated 
by First Principle options and user 
labels

• Add New can be used to created a 
new label

• A Deviation labeled by a user 
becomes a failure risk
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Understanding Failure Risks

• Failure Risks are deviations which have been 
labeled and confirmed by a user.

• When the same labeled anomaly is 
encountered again, it will be shown as a 
Failure Risk.

• Failure Risk labels can be changed
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Understanding First Principles

• MCSA first principle frequencies do overlap

• Bearing faults (Ball, Inner Race, Outer Race, Cage)
• Unbalance, Misalignment, Looseness 

Mounting/Component

• Cavitation, Shaft Alignment, 
Viscosity Changes

• Blade Misalignment, blade 
Imbalance, blade wear, Loose 
blade

Drive Data

ML Engine

Drift Analysis 
(Unsupervised 
learning)

Signal analysis 
(understand the 
fault pattern)

Deviation + 
Recommended 

FP

Failure Risk 
(Previously 

encountered / 
labeled deviation)

• ML Engine Overview

Fault 
Database
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Workflow for labeling

Incoming anomaly shown 
as a deviation

Select label from First 
Principle recommendation, 
Normal Behavior, Other or 

Add New

Deviation shifts to Failure 
Risk

Mark a Failure Risk as 
resolved
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Email Notifications
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Email Notification Configuration
Configure SMTP Server

• SMTP server configuration available

• Notifications can be turned on and off

• Mailing lists available to notify users

• Users in list receive info about all managed 
assets

• Two types of notifications
• Individual Notifications

• Deviations and Failure Risks

• Summary Notifications 

• Configurable Daily, Weekly, Monthly cadence
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Email Notification - Deviations
Immediate Notifications Switched On

• Each deviation will provide an email when encountered.

• Subsequent recurrences of the same deviations will not 
generate an email.

• The deviation will be included in the summary report 
until labeled and resolved.

• Deviation Template:

• Asset Name: Name of the asset given during the first-time 
configuration. 

• Asset Type: Pump, Fan, Blower, or Motor Analytics. 
• Folder Name: The folder name containing the drive and asset 

combination.
• Time Detected: The time at which the event was detected based on the 

local time zone of the FactoryTalk Analytics GuardianAI instance.
• Percent above baseline: The percentage deviation from baseline.
• Duration:  mo  t of t me the  ev  t o  h s pe s ste . • 
• Probable Causes: First Principle Failure mode recommendations. 
• Number of recurrences: The amount of time the deviation has been 

detected
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Email Notification – Failure Risk
Immediate Notifications Switched On

• Each Failure Risk will provide an email when 
encountered.

• Subsequent recurrences of the same Failure Risk will 
not generate an email.

• The Failure Risk will be included in the summary report 
until labeled and resolved.

• Failure Risk Template:

• Asset Name: Name of the asset given during the first-time 
configuration. 

• Asset Type: Pump, Fan, Blower, or Motor Analytics. 
• Folder Name: The folder name containing the drive and asset 

combination. 
• Time Detected: The time at which the event was detected based on the 

local time zone of the FactoryTalk Analytics GuardianAI instance. 
• Failure Risk Name: The name of the failure risk, this is given during the 

labeling process for a deviation. 
• Failure Risk Description: The description of the failure risk indicates 

additional details about the detected anomaly. 
• Failure Risk Prescription (if exists): Recommendation regarding the 

action to take to resolve the failure risk. 
• Severity: A ranking of the severity (low, medium, high). 
• Time to Resolve: Time expected to resolve the failure risk.
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Email Notification – Summary Report

• Configurable on a cadence (Daily, Weekly, Monthly)

• Daily: 8 AM each day

• Weekly: 8 AM Monday

• Monthly: 8 AM first Monday of the month

• Summary Table 
• Unresolved Failure Risk sorted by severity

• Unlabeled Deviations

• Last event time encountered

• Asset Deviation list
• Additional insights listed below the summary table similar to the deviation and failure risk notifications.
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Resources 

• GuardianAI Reference Architecture

• GuardianAI Installation Guide Publication 95055-in010

• GuardianAI User Guide Publication FTALK-sp022

https://ra.seismic.com/app#/doccenter/32883a26-eaa0-4b37-a953-d49b8cb07ebe/doc/%252Fddf1c802df-e7ab-4cb2-9dd1-8418941d2e98%252Flf06d1f1a8-7ecf-4607-a063-ccf088a735b4//?mode=view&parentPath=sessionStorage
https://literature.rockwellautomation.com/idc/groups/literature/documents/in/95055-in010_-en-p.pdf
https://literature.rockwellautomation.com/idc/groups/literature/documents/sp/ftalk-sp022_-en-p.pdf

